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In static analysis frameworks for Java, the bytecode frontend serves as a critical component, transforming
complex, stack-based Java bytecode into a more analyzable register-based, typed 3-address code representation.
This transformation often significantly influences the overall performance of analysis frameworks, particularly
when processing large-scale Java applications, rendering the efficiency of the bytecode frontend paramount
for static analysis. However, the bytecode frontends of currently dominant Java static analysis frameworks,
Soot and WALA, despite being time-tested and widely adopted, exhibit limitations in efficiency, hindering
their ability to offer a better user experience.

To tackle efficiency issues, we introduce a new bytecode frontend. Typically, bytecode frontends consist of
two key stages: (1) translating Java bytecode to untyped 3-address code, and (2) performing type inference
on this code. For 3-address code translation, we identified common patterns in bytecode that enable more
efficient processing than traditional methods. For type inference, we found that traditional algorithms often
include redundant computations that hinder performance. Leveraging these insights, we propose two novel
approaches: pattern-aware 3-address code translation and pruning-based type inference, which together form
our new frontend and lead to significant efficiency improvements. Besides, our approach can also generate
SSA IR, enhancing its usability for various static analysis techniques.

We implemented our new bytecode frontend in Tai-e, a recent state-of-the-art static analysis framework for
Java, and evaluated its performance across a diverse set of Java applications. Experimental results demonstrate
that our frontend significantly outperforms Soot, WALA, and SootUp (an overhaul of Soot)—in terms of
efficiency, being on average 14.2X, 14.5%, and 75.2X faster than Soot, WALA, and SootUp, respectively.
Moreover, additional experiments reveal that our frontend exhibits superior reliability in processing Java
bytecode compared to these tools, thus providing a more robust foundation for Java static analysis.
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1 Introduction

Static analysis, a technique used to compute specific properties of a program without executing it,
has numerous applications across various domains, including bug detection [Ayewah et al. 2008;
Cai et al. 2021; Li et al. 2024, 2021], security analysis [Chow et al. 2023; Liu et al. 2024; Zhong
et al. 2022], compiler optimization [Meller and Veileborg 2020; Wimmer et al. 2024], and program
comprehension [Li et al. 2016; Zhang 2024]. Its significant impact is reflected in its widespread
adoption in both academia [Christakis and Bird 2016; Tahaei et al. 2021] and industry [Distefano et al.
2019; Wimmer et al. 2024]. Developing static analysis tools from scratch can be both challenging and
time-consuming. To streamline this process, static analysis frameworks have been developed to offer
fundamental and commonly used functionalities that facilitate the creation of these tools [Ayewah
et al. 2007; Bravenboer and Smaragdakis 2009; Tan and Li 2023; Vallée-Rai et al. 1999; WALA 2006].
One critical component of a static analysis framework is the frontend, which transforms input
programs into an intermediate representation (IR). This IR typically takes the form of a 3-address
code with type information, making it suitable for static analysis.

This work centers on Java, renowned for its extensive ecosystem. Static analysis frameworks for
Java typically employ frontends that process either Java source code or Java bytecode (hereafter
referred to simply as “bytecode”) as input. Our research specifically targets the development of a
bytecode frontend, which offers several advantages:

(1) Bytecode is the target code, as Java applications must be compiled into it before execution.

(2) Compared to the rapidly evolving Java source code, bytecode maintains greater stability,
thereby enhancing the maintainability of a bytecode-focused frontend.

(3) It enables the analysis of applications and libraries for which source code is unavailable.

(4) It facilitates the analysis of other JVM-based languages, such as Scala and Kotlin.

Given these benefits, our study concentrates on developing a bytecode frontend that exclusively
processes bytecode as input. To further enhance the versatility, we have integrated javac into
our frontend, enabling the compilation of Java source code to bytecode when necessary. This
integration results in a comprehensive solution capable of handling both Java bytecode and source
code, thus broadening the applicability of our frontend.

Since the frontend must process the input program before analysis can be performed, its efficiency
has a significant impact on the user experience and the overall effectiveness of a static analysis tool.

e In scenarios where a large number of programs need to be analyzed within a restricted time
budget, such as daily scans of updated applications in large software companies, or large-scale
security analysis for app stores and library repositories, a faster frontend can save substantial
time and allow for more resource-intensive subsequent analyses.

e For application developers, who are the primary users of static analysis tools, time cost is a
key concern [Christakis and Bird 2016]. The duration for most commonly used lightweight
analyses is often brief, sometimes even shorter than the frontend runtime, underscoring the
importance of frontend efficiency.

e For static analysis developers, during the implementation and testing cycle of new analyses,
the frontend is frequently invoked. In these situations, the runtime of the frontend is crucial
and significantly influences productivity.

Despite the substantial demand for a highly efficient bytecode frontend, the current state of
the art is not satisfactory. Soot [Vallée-Rai et al. 1999] and WALA [WALA 2006] are the two most
popular and well-established static analysis frameworks for Java that provide comprehensive
bytecode frontends, forming the basis for numerous research papers and tools in the past decades.
Recently, an overhaul of Soot, called SootUp [Karakaya et al. 2024], has been released. However, the
frontends of Soot, WALA, and SootUp are relatively time-consuming. As shown in Table 1, their
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frontends take, on average, 60.23 seconds, 61.34 seconds, and 318.98 seconds, respectively, to build
the IR for each real-world program in our experiments (each program averages 30,268 classes). Our
aim was to reduce these times to just a few seconds, and we have succeeded in doing so.

Our Method. To address the efficiency limitations, we propose a new bytecode frontend. Conven-
tional bytecode frontends, such as those employed in Soot and WALA (note that SootUp follows
a similar design and algorithms to Soot, and is therefore not detailed here for brevity), typically
adopt a two-stage approach: (1) translating bytecode to untyped 3-address code, and (2) performing
type inference on the translated code. We identified performance bottlenecks in both stages of
existing frontends and propose two new approaches, pattern-aware 3-address code translation and
pruning-based type inference, to effectively address the efficiency challenges inherent in each stage.

(1) The core of 3-address code translation lies in converting stack-based bytecode, where data
flows between variables are implicit, into register-based 3-address code with explicitly ex-
pressed data flows, thereby enhancing the analyzability of the input program. To achieve
this explicitness, we need to resolve def-use relations in bytecode. Through careful study,
we have identified two distinct patterns of def-use relations: stack def-use and local def-use.
Unlike existing methods that treat both patterns uniformly, our pattern-aware 3-address code
translation (detailed in Section 3) addresses each pattern distinctly. This innovation leads to
significant performance improvements over the algorithms used by Soot and WALA.

(2) The core of type inference lies in resolving type constraints, specifically define constraints
and use constraints. The state-of-the-art method [Bellamy et al. 2008] (employed in Soot) first
resolves all typings that meet the define constraints, and then utilizes the use constraints to
determine the desired typings. However, this approach results in redundant computations
because most typings that satisfy the define constraints ultimately fail to satisfy all type
constraints. In contrast, we propose pruning-based type inference (detailed in Section 4),
which applies use constraints earlier to avoid generating useless typings and accelerate the
process. This leads to a significant improvement, achieving linear time complexity compared
to the exponential worst-case time complexity of the state-of-the-art approach.

The evaluation (Section 5) demonstrates that our new approaches significantly outperforms
existing methods, achieving an order of magnitude improvement in efficiency. Furthermore, our
frontend generates IR in both non-SSA and SSA forms, which not only enhances the versatility of
our solution but also expands its applicability across a wide range of static analysis techniques.

In summary, this work offers the following contributions:

e We introduce two novel approaches, pattern-aware 3-address code translation (Section 3)
and pruning-based type inference (Section 4), forming a highly efficient bytecode frontend.
The pattern-aware translation speeds up by 15.0%, 14.9%, and 11.4X over Soot, WALA, and
SootUp. The pruning-based type inference offers speedups of 7.6%, 11.0x and 613.3X over
Soot, WALA, and SootUp, and features proven linear time complexity, vastly outperforming
the state-of-the-art, which suffers from exponential worst-case time complexity.

e We implement our innovative bytecode frontend on top of Tai-e [Tan and Li 2023], a recent
developer-friendly static analysis framework for Java. Our implementation, comprising 16,034
LoC, has undergone rigorous testing to ensure reliability and correctness.

e We conduct a comprehensive evaluation (Section 5) of our frontend against state-of-the-art
alternatives across a diverse set of large programs, including the latest DaCapo benchmarks,
various JDKs, real-world Java programs, and bytecode compiled from five JVM-based lan-
guages beyond Java. The results demonstrate that our frontend outperforms Soot, WALA,
and SootUp by an order of magnitude, achieving overall average speedups of 14.2x, 14.5X,
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and 75.2X, respectively. Moreover, extensive reliability experiments show that our frontend
exhibits superior robustness in processing bytecode compared to competitors.

e We will submit an artifact to the Artifact Evaluation Committee (AEC) to reproduce all
experimental results and make it publicly available. Moreover, we will fully open-source our
frontend implementation, contributing accessible solutions to the static analysis community.

2 Bytecode to 3-Address Code Translation: Basics and Motivations

In this section, we present the foundational concepts necessary for understanding our pattern-aware
translation from bytecode to 3-address code, along with the motivations behind our approach. Our
detailed translation method will be introduced in Section 3.

2.1 Two Fundamental Challenges that Both Impede Bytecode Analysis and
Complicating 3-Address Code Translation

To motivate our bytecode to 3-address code translation, we use a
simple example in Fig. 1 to illustrate two challenges that make byte-
code difficult to analyze and explain why converting to 3-address d"a{: a1

1 public void foo(int p) {

2

3

4
code eases analysis. These challenges not only impede bytecode anal- 5 String b = "b";

6

7

8

int a = p;

ysis but also complicate the translation process itself, inspiring our } while (a < 10)

innovative approach to bytecode conversion. ) int b = 20;

2.1.1 Challenge 1: Implicit Stack-Based Data Flows. As discussed in (a) Source code
Section 1, Java bytecode’s stack-based design results in data flows
between variables being embedded in stack operations, making them

Index Bytecode Instruction

iload #0 /P
implicit and challenging to analyze. To illustrate this concept, consider (8) /7 a
the ex.ample in Fig.1. Flg.la .shows aJava n.lethod foo() :::llong with its G (sl 7 =
compiled bytecode, while Fig.1c presents its corresponding 3-address d iconst 1
code representation. Fig.1b highlights the def-use relations in the O
A K A . R e istore #1 // a
bytecode, which we will examine in detail later. () | 1dc "b"
Consider how a simple assignment a = p; compiles into two byte- g ptore sz 1| 7 °
code instructions: iload #0; istore #1;.Here, #0 and #1 represent @’ bipush 10
the slots for the variables p and a in bytecode, respectively. While @ lificmicG)
there is a direct data flow from p to a in the source code, the bytecode @, [iconst 20
. . . . . : (3 | istore #2 // b
implements this through sequential stack operations: first pushing & |return

p’s value onto the stack, then popping it into a. This means analyz-

ing a single data flow requires tracking multiple instructions. This (b) Bytecode with stack and
complexity compounds with more complex operations. For instance, local def-use relations marked
the assignment a = a + 1; compiles into four bytecode instruc- by red and blue arrows.

tions: iload #1; iconst 1; iadd; istore #1;. Here, tracing the void foo(int p) {

1
data flow from the expression a + 1 to a requires analyzing all four 2 2=p;
instructions. i 1a:ei1 oo G
In contrast, 3-address code makes these data flows explicit. Both 5 b= ",
a = p;anda = a + 1; directly express their data flows from 6 if (a <10) goto labell;
. . . . . . . 7 b = 20;
source to destination. This clarity explains why Java static analysis ;"
frameworks typically translate bytecode to 3-address code before o 3

performing analysis.
(c) 3-address code.

2.1.2  Challenge 2: Reused Local Variable Slots. Bytecode frequently Fig. 1. An example

reuses a single local variable slot for multiple variables with non-
overlapping lifespans. While this design reduces the size of the bytecode stack frame, it poses
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significant challenges for 3-address code generation and analysis. In Fig.1a, there are two variables
named b: one of type String in the block scope (line 5) and another of type int in the method
scope (line 7). Despite being different variables with different types, in the compiled bytecode
(Fig.1Db), both share the same local variable slot #2.

Reusing local slots leads to precision loss in static analysis. For instance, if x = new A() and
x = new B() appear in the code with x being reused, a flow-insensitive pointer analysis would
incorrectly infer that variable x points to both objects new A and new B throughout all program
points. In reality, X points to either new A or new B at different program points. This mismatch
causes precision loss when analyzing the uses of x across different lifespans. This precision issue is
why Java static analysis frameworks typically split reused local variable slots into distinct variables
during the bytecode to 3-address code translation process.

2.1.3  Key to Challenges: Bytecode Def-Use Relations. The challenges described above not only make
bytecode difficult to analyze, but also significantly complicate 3-address code translation. Bytecode’s
stack-based nature obscures direct variable relationships, requiring 3-address code translators to
meticulously track values across multiple instructions to reconstruct these relationships in 3-address
code. Additionally, the reuse of local variable slots creates tricky type inference problems. For
example, in Fig. 1c, the variable b receives both a string assignment (b = "b") and an integer
assignment (b = 20), making it impossible to infer a single consistent type—a fundamental
requirement for generating valid typed 3-address code.

We found that the key to addressing both challenges and effectively translating bytecode to
3-address code is to resolve def-use relations in bytecode. For handling implicit data flows,
we must identify the data flows embedded in stack operations: specifically how values defined
to the operand stack are subsequently used. For handling reused local variable slots, we need to
determine the related definitions and uses of the same variable slot at different program points. To
systematically address these issues, we introduce the concept of bytecode def-use relations.

Definition 2.1 (Bytecode Def-Use). A bytecode def-use relation exists between instructions i; and
ip when i; produces a value that is subsequently consumed by i,. In this case, we say i; is the
definition of iy, and i, is the use of i;.

Importantly, we identify two distinct patterns in bytecode def-use relations: stack def-use and
local def-use. In the remainder of this section, we first present these patterns (Section 2.2), then
demonstrate how existing approaches suffer from efficiency issues due to their inadequate utilization
of these patterns (Section 2.3). In Section 3, we present our pattern-aware translation method that
leverages these patterns to efficiently convert bytecode to 3-address code.

2.2 Bytecode Def-Use Patterns: Stack Def-Use and Local Def-Use

Based on Definition 2.1, we observe that bytecode def-use relations fall into two distinct patterns:
stack def-use and local def-use, categorized by how data flows from definition point to use point.
These patterns exhibit different characteristics, and distinguishing between them is beneficial for
3-address code translation, as explained below.

In the bytecode execution model, each stack frame contains an operand stack and local variable
slots [Lindholm et al. 2014] for storing program data. We identify two patterns of bytecode def-use
relations: 1) A stack def-use occurs when a value is defined by being pushed onto the operand
stack and later used when it is popped from the stack; 2) A local def-use occurs when a value is
defined by being stored in a local variable slot and later used when it is loaded from this slot. These
patterns are formally defined as follows:
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Definition 2.2 (Stack Def-Use). A bytecode def-use relation exists between instructions i; and i,
when i; produces a value on the operand stack that is subsequently consumed by ij.

Definition 2.3 (Local Def-Use). A bytecode def-use relation exists between instructions i; (belong-
ing to the *store family) and i, (belonging to the *load family) when i; stores a value in a local
variable slot that is subsequently loaded by i, .

We have observed distinct behaviors between the two identified patterns of bytecode def-use
relations. Firstly, when examining control-flow graphs (CFGs) in bytecode, we find that stack
def-use relations typically have both the definition and use instructions residing within the same
basic block. In contrast, local def-use relations often span across different basic blocks. For instance,
in Fig. 1b, all stack def-use relations remain confined to the same basic block, whereas the local
def-use relation from instruction (2) to (3) extends beyond the boundaries of a single basic block.

Additionally, when considering the order of bytecode instructions within a method, we notice
that for stack def-use relations, the order of definition instructions usually precedes that of the
use instructions (def < use). This ordering allows them to be resolved in a single pass. However,
local def-use relations frequently involve cases where the use instructions precede the definition
instructions (use < def), creating cycles that necessitate revisiting basic blocks for resolution. As
shown in Fig. 1b, when def < use, the arrow points downward, and all stack def-use relations follow
this pattern. However, the local def-use relation from (6) to (3) exhibits the use < def pattern.

Due to these differences, resolving stack def-use relations is considerably easier than resolving
local def-use relations. Therefore, we propose to address each pattern separately, as detailed in
Section 3. In contrast, existing approaches treat both patterns uniformly, leading to inefficient
3-address code translation, as explained in Section 2.3.

2.3 Motivations: Limitations of State-of-the-Art 3-Address Code Translation

In this section, we examine major limitations in the 3-address code translation of state-of-the-art
Java static analysis frameworks, Soot and WALA. We have identified that these limitations can be
effectively addressed by distinguishing between and separately handling stack and local def-use
relations. This distinction underpins our pattern-aware approach and highlights its advantages.

2.3.1 Inefficient Local Variable Splitting (Soot). As noted in Sec-

tion 2.1.2, Soot addresses reused local variable slots by employing a

splitting pass to separate variables sharing the same slots. For exam- Labell 1
a=a*+til;

1 void foo(int p) {

2

3
ple, in the bytecode shown in Fig.1b, the slot #2 is reused for variable g Ml o T

6

7

8

9

a=p;

b at lines 5 and 7 in the source code. In the 3-address code generated if (a < 10) goto labell;
by Soot, this single slot is split into two distinct variables b1 and b2, ER S 2
as shown in Fig.2. returms

The primary issue with Soot’s splitting algorithm [Vallée-Rai et al.
1999] is that it constructs def-use chains for all bytecode instructions, Fig- 2. 3-address code for
which is time-consuming. This problem pertains only to local def-use ~ Fig- 1¢ after splitting.
relations, making the computation of stack def-use relations unnecessary and inefficient. Our
approach improves this process by excluding stack def-use relations from the splitting procedure,
thereby enhancing efficiency.

2.3.2 Inefficient Fixed-Point Iteration (WALA). WALA translates bytecode into 3-address code via
abstract interpretation. This interpretation computes symbolic representations of the operand stack
and local variable slots at each program point, utilizing these representations to generate 3-address
code, as further detailed in Section 3.3.1.
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1 §3.1Pattern-Aware
3AC Translation §3.3 BC-3AC\
§3.3.1 Abstract Interpretation 3AC
Bytecode Bytecode | [§3:3-2| One-pass 3AC Generation 3AC (SSA) ( Stack ¢ ) (non—SSA)'
— §3.3.3| Local ¢ Elimination (for non-SSA) wlo local ¢ |_Elimination |
§3.3.4_Redundant Code Elimination §333 3AC (SSA)
y, »>

Fig. 3. Overview of our pattern-aware 3-address code translation.

As typical abstract interpretation, WALA’s approach is iterative and may require revisiting
certain instructions multiple times to reach a fixed point. Consider the bytecode program illustrated
in Fig. 1b. Initially, WALA processes the instructions in sequence from (1) to (7). Upon reaching
instruction (1 7), it must then revisit one of its successors, specifically instruction (3), as depicted
in the CFG of Fig. 1b. This revisitation is necessary due to the istore instructions at (6) and (8),
which modify local variables. Consequently, the symbolic representation of the local variable at (3)
requires updating. Once instruction (3) is revisited, all subsequent instructions from (3) to (1) must
also be revisited. This repetitive revisitation leads to potential efficiency issues.

As shown in Fig. 1b, the need for revisiting arises from def-use relations following a use < def
pattern. As discussed in Section 2.2, this pattern primarily occurs in local def-use relations. Our
approach, while also based on abstract interpretation, tackles the iterative issue by distinguishing
between local and stack def-use relations. By resolving local def-use relations prior to performing
abstract interpretation, our approach can complete in one pass and avoid the need for revisitation.

3 Pattern-Aware 3-Address Code Translation

In this section, we present our pattern-aware method to 3-address code translation, which effectively
manages both stack and local def-use relations to achieve efficient translation. Furthermore, our
method can seamlessly generate both SSA and non-SSA forms of 3-address code.

3.1 Overview

Fig. 3 shows our pattern-aware translation process for converting bytecode into 3-address code,
supporting both SSA and non-SSA outputs. This process comprises two phases: BC-SSA and BC-
3AC. During the BC-SSA phase, the bytecode is transformed into SSA form, efficiently resolving
local def-use relations. Following this, the BC-3AC phase applies abstract interpretation to generate
3-address code, addressing stack def-use relations. In this way, our pattern-aware translation applies
different strategies to handle distinct def-use relations effectively. We will now provide a brief
overview of BC-SSA and BC-3AC, highlighting the insights and advantages of our design. Detailed
discussions of each are provided in Sections 3.2 and 3.3.

BC-SSA. We begin the translation from bytecode to 3-address code by converting it into SSA form.
This design provides several benefits: (1) It effectively resolves local def-use relations by connecting
each use of a local variable to its corresponding definition. (2) After transformation, each local
variable—represented by a slot in bytecode—is defined exactly once, naturally addressing issues
with reused local variable slots (as detailed in Section 2.1.2). (3) It establishes a solid foundation
for generating SSA 3-address code if needed. Unlike traditional SSA transformation [Cooper et al.
2006], which involves virtually all 3-address code statements, BC-SSA simplifies the process by
focusing solely on *store and xload bytecode instructions, thus enhancing efficiency. Overall,
this efficient phase streamlines the subsequent translation to 3-address code.
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BC-3AC. BC-3AC translates bytecode to 3-address code via abstract interpretation. This process
resolves stack def-use relations and makes implicit stack-based data flows explicit, tackling the
challenge described in Section 2.1.1. Thanks to our design, the abstract interpretation completes
in one pass. Typically, BC-3AC need to resolve both local and stack def-use relations. While the
numerous local def-use and few stack def-use relations usually require iterative resolution in
abstract interpretation, our approach efficiently addresses these relations. The BC-SSA phase has
already handled the local def-use relations, making it unnecessary to resolve in BC-3AC. Although
few stack def-use relations require iterative resolution, we manage them using a straightforward
over-approximation method, thus eliminating the need for iterations. As a result, our abstract
interpretation is highly efficient, avoiding the iterations required by WALA (Section 2.3.2).

Besides, BC-3AC offers optional ¢-function elimination to accommodate user preferences and
supports both SSA and non-SSA outputs. It also employs a lightweight and effective optimization
to reduce redundant code during translation, resulting in clean and compact 3-address code.

3.2 BC-SSA: Transforming Bytecode to SSA Form

In BC-SSA, we utilize a widely-used SSA transformation algorithm [Cooper et al. 2006], making
minor modifications to adapt it specifically for transforming bytecode into SSA form. SSA trans-
formation involves analyzing the definitions and uses of all variables to ensure each variable is
assigned a unique version. Typically, SSA transformation applies to 3-address code, where local
variables may be defined or used in virtually every kind of statement, necessitating a def-use
analysis of almost all statements. In contrast, bytecode operates on a stack-based instruction set,
where local variables can only be defined and used through two types of instructions: *store (for
variable definitions) and *1oad (for variable uses). Most other instructions manipulate the operand
stack rather than local variables, making these stack-manipulating instructions irrelevant to local
def-use relations, and they can be ignored in BC-SSA. Specifically, BC-SSA splits a local variable v
with multiple *store v instructions into distinct versions v,0’,v”, ..., ensuring each version has
at most one xstore. ¢-functions (analogous to standard SSA form) are inserted to connect these
versions, while all *load v operations are updated to reference the correct version, preserving the
def-use chain. Hereafter, we refer to the ¢-functions inserted in BC-SSA as local ¢-functions.

Therefore, we modify the algorithm from [Cooper et al. 2006] to process only *store and *load
instructions, creating BC-SSA—a simpler and more efficient version than the original. Given the
similarities of BC-SSA to the original algorithm, we omit a detailed description of BC-SSA here,
but we will open-source our implementation with full details available.

3.3 BC-3AC: Translating Bytecode to 3-Address Code

This section introduces BC-3AC, our approach for translating bytecode into 3-address code. BC-3AC
functions as an abstract interpretation, processing bytecode in SSA form (produced by BC-SSA) to
generate 3-address code. As outlined in Section 3.1, BC-3AC is distinguished by several benefits
stemming from its innovative design:

(1) It is highly efficient, achieving a fixed point in just one pass.
(2) It is capable of producing both SSA and non-SSA 3-address code.
(3) It features on-the-fly optimization to yield clean and compact 3-address code.

Although BC-3AC offers these significant advantages, its intricacy necessitates a comprehensive
explanation. To facilitate understanding, this section is structured as follows:

e Section 3.3.1 introduces the basic abstract interpretation, which resolves stack def-use rela-
tions and converts bytecode in SSA form into SSA 3-address code.
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st =(s,0) € State = Stack x Locals (Symbolic stack frame)

s=e...] € Stack = (Exp)* (Symbolic operand stack)

oc={vme,...} € Locals=LVar — Exp (Symbolic local variable)
v € LVar (Local variables) [e] : State — State (Transfer function)
e € Exp (Expressions) GEN : (Jpe X State) — (J3q¢)" (Generation function)
instr € Ip. (Bytecode instructions) s @ (Stack x Stack) — Stack (Stack join function)
v:i=e € I35 (3-addresscode instructions) L : (Locals X Locals) — Locals (Local join function)

Fig. 4. Domains and notations of the abstract interpretation.

e Section 3.3.2 explains the methodology for ensuring that the abstract interpretation reaches
a fixed point in one pass, significantly enhancing efficiency.

e Section 3.3.3 describes the elimination of ¢-functions to produce non-SSA code if needed.

e Section 3.3.4 discusses the optimization techniques embedded in the abstract interpretation
to preemptively avoid redundant code, resulting in clean and compact 3-address code.

3.3.1 Translating Bytecode to 3-Address Code via Abstract Interpretation. Translating bytecode to
3-address code involves resolving the implicit, stack-based data flows inherent in bytecode and
making them explicit in the 3-address code, as discussed in Section 2.1.1. In bytecode, the execution
model relies on an operand stack alongside a series of local slots to handle program data. In contrast,
typical 3-address code uses local variables—also referred to as “registers”—to store all data explicitly.

To achieve this translation, temporary local variables must be introduced in the 3-address
code to represent the elements in the bytecode’s operand stack. Establishing the relationships (or
constraints) among these variables is crucial for generating accurate 3-address code. For instance,
consider the iadd instruction, which pops two entries from the stack and subsequently pushes their
sum back onto the stack. In the corresponding 3-address code, we can introduce three variables:
t1 and t2 represent the popped entries, while t3 represents the pushed result. Based on the iadd
instruction’s semantics, we determine that t3 is the sum of t1 and t2. Consequently, we generate
the 3-address code: t3 = t1 + t2;.

Inspired by [Lemerre 2023; WALA 2006], we use abstract interpretation to address the translation
problem. This section details our basic abstract interpretation approach, similar to [Lemerre 2023;
WALA 2006]. In Sections 3.3.2 through 3.3.4, we will present our innovative enhancements to this
fundamental method that significantly improve the efficiency and effectiveness of our translation.

Domains and Notations For Abstract Interpretation. Abstract interpretation simulates the execution
of each bytecode instruction to determine its abstract input and output states. Based on these states
and the instruction’s semantics, it then generates the corresponding 3-address code.

Fig. 4 illustrates the domains and notations used in abstract interpretation. The abstract state is
defined as State = Stack X Locals, indicating that a state st is composed of two parts: a stack s and
amap o. The stack s is a list of expressions representing the symbolic values of the operand stack,
denoted as [ej, e, . . ., e,]. Additionally, we use the notation e : s” to denote a stack, where e is the
top element and s’ is the rest of the stack. The map o associates each local variable, denoted by
v, with its symbolic value, denoted by e. Essentially, the abstract state captures a symbolic stack
frame corresponding to the concrete JVM state.

With these domains in place, we can introduce key functions for abstract interpretation. The
function [e] represents the transfer function in abstract interpretation. It processes a bytecode
instruction, instr, along with an input state, st, to produce an output state, st’, expressed as
[instr](st) = st’. The function GEN generates 3-address code by taking a bytecode instruction
and an input state to produce the corresponding 3-address code instructions, ranging from zero
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to several. During interpretation, to merge multiple incoming states at control-flow convergence
points, we employ the join functions Lis and LI;. Details of these functions are provided below.

Translating A Bytecode Instruction. To ease understanding, we begin by explaining how to
translate a bytecode instruction given an input state. The translation process consists of two steps:
(1) applying the transfer function ([e])) to compute the output state of the instruction from the input
state, and (2) applying the generation function (GEN) to produce the corresponding 3-address code.

Java bytecode consists of over 200 distinct instructions, which can be grouped based on their
semantics into three categories: computation instructions, stack manipulation instructions, and local
read-write instructions. Instructions within the same category exhibit similar translation patterns,
allowing us to illustrate the translation process using representative instructions from each category,
rather than detailing all bytecode instructions, which would be both complex and tedious.

Computation instructions pop values from the operand stack, perform computations, and push
the results back onto the stack. We use iadd as the representative instruction for this category. The
transfer and generation functions for iadd; (the iadd instruction at index i) are defined as follows:

[iadd;](v:0" :s,0) = (v; :s,0) GEN(iadd;v:0":s,0) = [v;:=0" +0]

Here, v; is a newly introduced variable for holding the value pushed onto the stack by instruction i.
The transfer function captures the concrete behavior of iadd: it pops the top two values, v and v’,
from the stack, computes their sum, and subsequently pushes the result v; back onto the stack. As
iadd does not affect local variables, the local variable mapping ¢ remains unchanged. Additionally,
the generation function produces the corresponding statement v; := v’ + v.

Stack manipulation instructions, such as dup, reorganize the stack’s structure without computa-
tions. We define transfer and generation functions for dup as:

[dup;J(v:s,0) =(v:v:s,0) GEN(dup,v:s,0)=]]

Here, the transfer function duplicates the top stack element v, while the generation function emits
no 3-address code, as dup and all stack manipulation instructions involve no computation.

Local read-write instructions, specifically the *load family (iload, aload, etc.) and the *store
family (istore, astore, etc.), operate on local variable slots. Given the distinct behaviors of the
*1oad and *store instructions, iload and istore are chosen as representatives for each family.
Their transfer and generation functions are defined as follows (o(v) denotes the value of v in 0):

[istore; o] (v" :s,0) = (s,0{v > v;}) Gen(istore; v,0” : s,0) = [v; := 0]
[iload; v](s,0) = (v; : s, 0) Gen(iload; v,s,0) = [v; = 0(v)]

Although the transfer and generation functions are straightforward, the resulting code includes
redundancies. We discuss our strategy to eliminate unnecessary code in Section 3.3.4.

Translating The Control-Flow Graph of A Method. Now, we present the translation process for an
entire method. Typically, this involves building a control-flow graph (CFG) of the method to aid
abstract interpretation. The translation of a CFG essentially requires repeatedly translating each
bytecode instruction i within the CFG, computing the input and output states for i and generating
the corresponding 3-address code, as previously described, until a fixed point is reached.

When translating a CFG, effectively managing control-flow convergence is crucial, as it requires
computing the input state for the convergence instruction. To achieve this, we employ ¢-functions
from SSA form and define a join function, L. This function combines two expressions such that
e; Ll ex = e; if e; = ey; otherwise, it assigns the result to a fresh local variable, v’, which holds the
joined value. In scenarios where expressions e; and e; from distinct paths need convergence, the
GEN function produces the statement v’ := ¢(ey, e2) to unify these expressions.
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Building on the join function L, we define two specific join functions: Li; and LI;. These functions
serve to merge the stack and local variable slots of output states from different paths, respectively.
For L, the function U is applied element-wise to the stacks being merged:

(si=er:s))Us (s2=ez2:87) =er Uey: (s] U sp).
In the case of LI;, LI is applied to each variable slot existing in both oy and o being joined:
(oc1={oe,... DU (s ={v>ey...}) ={v > e Uey...}

Now, the join of two states, st; = (s1, 01) and st, = (sy, 02), can be expressed as (s; L s, 01 Lij 02).

Utilizing the abstract interpretation defined by the transfer function [e], along with the join
functions Li; and Ll;, we align our approach with standard abstract interpretation frameworks. In
the presence of loops within CFG, achieving a fixed point requires to merge all data flows. While
WALA and [Lemerre 2023] achieve this through iterative fixed-point computation, our approach
efficiently reaches the fixed point in a single pass, as detailed below.

3.3.2  Abstract Interpretation in One Pass. To enhance efficiency, our abstract interpretation is
designed to reach a fixed point in a single pass, thereby avoiding iterative computations. Algorithm 1
gives the details of our one-pass 3-address code translation. It initializes o, then traverses the CFG
in reverse post-order. For each block, it computes the input stack, processes instructions, and
generates IR by transfer and generation functions. Reaching a fixed point means that the stacks and
locals are stable across all states in the CFG. Below, we explain how this is achieved in one pass.

For stacks processing, we traverse the CFG in reverse post-order, classifying basic blocks into
two categories: normal blocks and loop headers. In normal blocks, all predecessor nodes are visited
before the block itself due to the reverse post-order traversal, which allows us to directly apply
LIs to compute the input stack without the need for revisits. For loop headers, we adopt an over-
approximation strategy for the joined input stack. Initially, each value in the input stack is assigned
a fresh variable, denoted as [vp, vp-1, . . . |, where vy, represents the fresh variable at stack height A,
similar to the approach in [Kotzmann et al. 2008]. We then emit ¢-functions v, := @(...) for each
vy, during the application of GEN to generate IRs for the loop header block. The variables in ¢(. .. )
are derived from all predecessors of the loop header block. This approach ensures that the joined
stack corresponds to an over-approximation of input stacks in the abstract interpretation, thus
negating the need to revisit the block. In practice, loop headers typically have empty input stacks;
our experiments have revealed only a few instances of non-empty operand stacks at loop headers,
primarily in programs compiled from JVM languages other than Java, such as Kotlin and Scala.
Consequently, while this over-approximation may seem imprecise, it rarely impacts the overall
efficacy in practical scenarios.

The processing of local variables is straightforward due to our design, which applies BC-SSA in
advance. BC-SSA guarantees that for two local variable slots, o7 and o3, originating from different
paths that converge, no variable v will satisfy o;(v) # 02(v). Essentially, o1(v) # 02(v) would
imply multiple definitions for v, but BC-SSA preemptively resolves such conflicts by splitting them.
Consequently, there is no need to join local variable slots at control-flow convergence points, as
the joined locals remain identical to their pre-convergence states. This property eliminates the
necessity for iterations to achieve a fixed point regarding local variables.

3.3.3  Non-SSA Generation. Our translation described in Sections 3.3.1 and 3.3.2 produces SSA 3-
address code. While SSA facilitates static analysis, non-SSA code is often preferred for its readability
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Algorithm 1: BC-3AC Algorithm 2: FALLBACK
Translate bytecode CFG to 3-address code Emit v; := e; at instruction with index i
Input : cfg (Control flow graph of bytecode in SSA form) Input : e; (Expression for instruction i )
Output: IR (Map from BC index to 3AC instructions) Output: o; (Variable for instruction i )
10— {},IR<{} 1 if e; is not v; then
2 if output non-SSA IR then 2 L IR(i) « v; ==¢;
/* Compute ¢-web mapping, used by local ¢-function s return v;
elimination (Section 3.3.3) */
0« AsSIGN-¢-WEBS(cf;
> L ¢ (cfg) [iadd;](v: 0" :s,0) =(0 +0v:s,0)
4 foreach bb € cfg, in reverse post order do . . . _ .
/* Compute input symbolic stack for bb */ [invokestatic; f](v:s.0) = (f(v) :5,0)
5 if bb is loop header then [dup;](v:s,0) =(v:v:s,0)
6 s « stack of fresh variables [iload; o] (s, o) = (o(v) :s,0)
7 else [istore; v](e:s,0)
8 foreach b’ — bb € cfg do o
9 Let s’ be the output stack of bb’ _J(so{ome}) oissingle-def
10 se—sls (s,0) otherwise
/* Abstract interpretation of bb */ GeN(iadd, s, 0)=[] GeEn(invokestatic,s, o)=[]
11 foreach instr; € bb do GEN(dup,s,o)=[] Gen(iload v,s,o)=[]
/* Single-use optimization, emit v; := e; when needed */ GEN(istorev,e:s, o)
12 foreach e; € sdo ) v is single-def
13 if ej € INvALID(instr;, s) then = [o(0) :=e] otherwise
14 L vj < FALLBACK(e;)
15 Replace e; with v; in s InvaLip(iadd,e: e’ :s,0) = {e, €'}
16 (s,0) « [instr;](s, o) INnvaLID(invokestatic f,e: s, 0)
17 IR(i) « Gen(instr;,s, o) ={e} U{e| e € s A e has side effect}
18 if bb has two or more out edges then INvaLID(dup, e : 5,0) = {e}
/* Apply FALLBACK(e) to every expression e of s */ InvaLip(iload o, s, o) = 0
b L s < FarBack-Stack(s) INvALID(istore v,e:s,0) = {o(v)}
20 Store s to the output stack of bb

Fig. 5. Transfer, generation and invalidation

1 return IR . . Lo
etu functions used in redundant code elimination.

N

and closer resemblance to the source code, as it lacks ¢-functions. To generate non-SSA code, BC-
3AC needs to remove two types of ¢-functions: (1) local #-functions introduced during the BC-SSA
phase, and (2) stack ¢-functions generated during abstract interpretation.

Eliminating Local ¢-Functions. Since local ¢-functions are introduced during the BC-SSA phase,
they can be directly eliminated during BC-3AC. Intuitively, standard ¢-function elimination merges
variables within the same ¢-web into a single variable that receives multiple assignments. A ¢-
web [Briggs et al. 1998; Sreedhar et al. 1999] w = {v1, vs, ... } is a collection of variables connected
through ¢-functions in SSA form, conceptually representing what was originally a single variable
prior to SSA conversion. In line with standard ¢-function elimination, we first compute ¢-webs.
For each ¢-web, we introduce a new variable v,,. This relationship is represented by symbolic local
variables slot o, where o(v) = v,, for all v € w. The AssIGN-¢-WEBs procedure in Algorithm 1
computes this o as described [Briggs et al. 1998], and we omit its details here. We then modify the
abstract interpretation rules as follows:

[istore; v](e:s,0) = (s, 0) GeEN(istore; v,e:s,0) = [o(v) := €]
[iload; v](s,0) = (v; : 5, 0) GenN(iload; v,s,0) = [v; = 0(0)].
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These rules directly use the o computed by AssiGN-@-WEBs without altering it during abstract
interpretation. Consequently, BC-3AC automatically eliminates local ¢-functions during abstract
interpretation, enabling the removal of local ¢-functions once the interpretation finishes.

Eliminating Stack ¢-Functions. To remove stack ¢-functions, we add a pass following abstract
interpretation. In this pass, for normal basic blocks, we apply the simple and efficient method
from [Cytron et al. 1991] to eliminate stack ¢-functions. For loop-header blocks, the more complex
approach from [Boissinot et al. 2009] is adopted, as [Cytron et al. 1991] cannot correctly handle loop-
header blocks. As mentioned in Section 3.3.2, stack ¢-functions rarely appear in loop headers. This
allows us to primarily employ the more space-efficient method [Cytron et al. 1991] for eliminating
stack ¢-functions, which results in code generation with less redundancy.

3.3.4 Redundant Code Elimination. Abstract interpretation often introduces temporary variables
for intermediate results, which can lead to redundant code and variables, making the generated
3AC unnecessarily verbose. The left-most column of Fig. 6 illustrates this, where the temporary
variable ¢ holds the value of e, which is then assigned to v. We identify two redundancy cases from
this example and describe their on-the-fly elimination during abstract interpretation.

Single-Def Variables. When v := t is the sole definition for o, R — —

.. . K K edundant | Optimized | Optimized
we can eliminate this statement and the variable by replacing 3AC  |(single-def) |(single-use)
occurrences of v with t in the code, as illustrated in the middle I —e I —e
column of Fig. 6. In SSA output, all variables are defined once, vi=t vi=e
inherently adhering to the single-def pattern due to the BC-SSA e e =
pass. For non-SSA output, we identify single-def variables by f) S f)
examining their ¢-webs, noting when v is the only element
in its ¢-webs. If v has a single definition, we can optimize the
translation rule for istore; v and omit the redundant o(v) := v; statement, as illustrated in Fig. 5.

Fig. 6. An example for elimination.

Single-Use Variables. When v := t is the sole use of t, we can optimize by inlining it with t := e
into v := e, removing ¢, as shown in the right-most column of Fig. 6. We employ this optimization
optimistically, initially assuming all ¢ := e can be inlined, and reverting when inlining is infeasible.
The INvaLID function identifies scenarios where ¢ := e cannot be inlined, e.g., when ¢ is used multiple
times, or when inlining would emit incorrect 3AC. Fig. 5 gives INVALID definition for representative
instructions. Upon interpreting instr;, if e € INVALID(instr;, s, o), we use FALLBACK function
(Algorithm 2) to emit ¢ := e, falling back to non-inlined code to ensure correctness.

4 Pruning-Based Type Inference

Our 3-address code translation (Section 3) produces 3-address code with untyped local variables.
However, type information is vital for effective static analysis [Mgller and Schwartzbach 2018]. In
this section, we introduce our type inference algorithm, which surpasses current state-of-the-art
methods in efficiency. We begin with a formal definition of the type inference problem (Section 4.1).
Subsequently, we discuss the limitations of state-of-the-art algorithm [Bellamy et al. 2008] used
by Soot (Section 4.2). We then present our innovative pruning-based type inference approach,
designed to overcome these limitations and achieve linear time complexity (Section 4.3). Finally, we
provide formal proofs for both the time complexity and correctness of our algorithm (Section 4.4).

4.1 The Type Inference Problem

The type inference problem addressed here is essentially a constraint-solving task, aimed at finding
a type mapping, or typing, that satisfies a set of type constraints. A typing 7 is a mapping from
type variables to types, formally defined as 7~ € TVar — Type. Here, a type variable v (¢ TVar)
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Define Use HashMap
- /
3-address code Constraints (D) | Constraints (U) Map <— @ < @ e
if (...) { TreeMap
a :=new HashMap HashMap < a (b) Type constraint graph
} else {
a:=new TreeMap | TreeMap < a Map Serializable  Cloneable
}
bMapiclear() b < Map TreeMap HashMap
(a) An example of define and use constraints. (c) Type hierarchy

Fig. 7. A program in 3-address code with its type constraint and type constraint graph. Map is the abbreviation
of java.util.Map and the same for HashMap and TreeMap. a < b represents “a is a subtype of b”

denotes the type of a local variable in the 3-address code, whereas a type T (€ Type) signifies a
concrete type within the program. The expression 7 (v) = T indicates that 7~ assigns type T to the
type variable v. To ease description, we also define 7 (T) =T for any type T.

The constraints originate from the 3-address code, and each constraint is of the form t; < £,
where t; and t, are either a type variable v or a type T. The notation #; < t; denotes that “t; is a
subtype of t,”. These constraints can be classified into two categories: define constraints (9) and use
constraints (). A define constraint for a variable v arises from a definition such as v = ..., while
a use constraint is produced by a usage of v, such as in f(v). For instance, an assignment statement
v := vy imposes the define constraint v, < v;. An invocation statement v;.f(v;) generates two
use constraints: v; < C and v; < A, where C is the class type in which f is declared, and A is
the parameter type of f. Fig. 7a illustrates an example of define and use constraints (middle and
rightmost columns) generated from a segment of 3-address code (leftmost column).

We can now formally define type inference. A typing 7 is considered def-valid if it satisfies all
define constraints, use-valid if it satisfies all use constraints, and valid if it is both def-valid and
use-valid. Thus, the type inference problem is to determine a valid typing.

4.2 Motivation: Limitations of State-of-the-Art Type Inference

In this section, we briefly present the state-of-the-art type inference algorithm [Bellamy et al. 2008],
which is also utilized by Soot, pertinent to the problem defined in Section 4.1. We also discuss its
limitations, such as redundant computations and exponential worst-case complexity.

To ease the understanding of [Bellamy et al. 2008], we first introduce the core data structure
of type inference: type constraint graph. The type constraint graph, denoted as Gr, is a graphical
representation of type constraints. Its nodes represent type variables or types, and each edge
t1 — t; in Gr signifies the type constraint ¢; < f;. Importantly, we focus exclusively on acyclic
type constraint graphs, as a cycle involving nodes ty, t5, ..., t, implies the constraints t; < t; <
-+ <X t, S t1,leading to t; =, = - -+ = t,,. These cycles can be collapsed, allowing attention to be
directed towards the resulting acyclic graph. Fig. 7b presents an example of a type constraint graph,
with define constraints shown as blue edges and use constraints as red edges.

To facilitate a clearer understanding of Soot’s complex algorithm, we begin by outlining a
simplified type inference algorithm, of which Soot’s algorithm is a variation. In this approach, we
construct the typing 7 by traversing the type constraint graph in topological order. For each type
variable v, we establish its type T based on the types computed for its predecessors, and assign
7 (v) =T. Consider an edge t; — v € Gr as the ith incoming edge to v, with 7 (t;) = T;. The type
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T should satisfy the condition Vi € [1,n], T; < T. Accordingly, we determine T as the least common
ancestor (LCA) of Ty, ..., T, denoted as 7 (v) =T = LCA(Ty, ..., T,).

However, this simplistic algorithm falls short due to the fact that JVM bytecode allows interfaces
to have multiple inheritance. As a result, LCA(Ty,...,T,) may yield multiple types, making it
impossible to deterministically ascertain the result type. To address this issue, Soot employs a more
sophisticated approach by maintaining a set of typings X = {71, 72, . . ., T, } during the traversal
of the type constraint graph. When processing a type variable v, Soot computes the LCA of its
predecessor types for each typing 7; € 2. If multiple LCAs exist, 7; is split into multiple new
typings {7i{v — T} | T € LCA(Ty, ..., T,)}, which are then incorporated into X. For example, when
processing the program in Fig. 7a, after processing node a, the typing set becomes ¥ = {{a —
Map}, {a — Serializable}, {a — Cloneable}}. This is because the LCA of a’s predecessor types,
{TreeMap, HashMap}, includes three elements, {Map, Serializable, Cloneable}, as per the type
hierarchy depicted in Fig. 7c. The set ¥ is derived by considering only define constraints, while use
constraints (of the form v — T) are disregarded at this stage. Consequently, ¥ computes all possible
def-valid typings. Once £ has been computed, Soot evaluates each typing 7~ € X to examine if it is
use-valid. In cases where multiple use-valid typings are found, Soot non-deterministically selects
one. For the case in Fig. 7, the sole use-valid typing is {a — Map, b > Map}. The remaining typings,
{a + Serializable,b +— Serializable} and {a — Cloneable, b — Cloneable}, are filtered.

The limitations of Soot’s state-of-the-art type inference algorithm become evident: (1) It involves
numerous redundant computations, as many def-valid typings in ¥ are ultimately not use-valid
and are filtered out in the final step. Introducing early pruning could eliminate these use-invalid
typings sooner. (2) The algorithm exhibits exponential worst-case time complexity because the size
of ¥ can grow exponentially with the number of variables. For example, consider a program with n
variables g;, each with a; := new TreeMap and g; := new HashMap assignment. When traversing
each a;, as LCA(TreeMap, HashMap) has three elements, each typing 7~ € X must be split into three.
As a result, the size of ¥ is tripled in each iteration. Thus, after the traversal, |X| = 3".

4.3 Our Type Inference: Pruning via Use Constraints

We now present our pruning-based type inference algorithm (Algorithm 3), which improves upon
Soot’s approach in two ways:

(1) Pruning. This is the core of our algorithm. While Soot filters out use-invalid typings after
traversing the type constraint graph, we prune them early during the traversal. For instance, in
Figure 7, types like Serializable and Clonable are clearly not use-valid for variables b and a.
We prune these out from the LCA operation while traversing the graph.

(2) Non-Deterministic Selection. Even after performing pruning with LCA, multiple types may
still remain, underscoring the NP-complete nature of the problem [Gagnon et al. 2000; Pratt and
Tiuryn 1996]. To ensure linear time complexity and avoid inefficient exponential computations,
we non-deterministically select a single type from the remaining options.

In this section, we first present our type inference algorithm, focusing on its core component:
pruning via use constraints. We then explain how we guarantee that our algorithm generates valid
typings for all programs, which we refer to as the algorithm’s correctness.

Pruning Methodology in Algorithm 3. The key to effective pruning is the use constraint set. For
each type variable v, the use constraint set of v, written as C,(v), contains the type T from its
use constraints v < T. We define C,(v) as the set of types T such that v < T € U or effectively
v — T € Gr. For example, in Figure 7, C,(b) = {Map} and C,(a) = {}. Any use-valid typing 7~ must
satisfy 7 (v) < T forall T € C,(v). Based on this, we define a “pruned LCA”, an LCA with use-invalid
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types excluded: LCA-u(v, Ty, ..., T,) = {T € LCA(Ty,...,T,) | VT’ € Cy(v), T < T'}. In Figure 7,
LCA-u(b, TreeMap, HashMap) = {Map}, removing use-invalid types Serializable and Clonable.

The effectiveness of our pruning ap-
proach is directly linked to the size of R (Type Constraint Graph)

npu : T ype Lonstraini rap.
Cu(g)—the greater the n}lmber of use con- Output: T (Output Typing)
straints, the more effectively we can elim- Merge all strong connected components of Gr.
inate use-invalid types. To maximize prun- /* Backward propagation, build transitive use constraint set */
ing capability, we introduce the transi- * foreachv € Gr, in reverse topo order do
ti traint set, denoted as C(v) Gi(0) = Gulo)
ive use constraint set, denoted as G (v), foreach v — ¢ € Gy do

which extends C, (v) by incorporating con- | Gi(v) =Ci () UCH(D)
Stralnts_ from successc?r nodes in the type *7\/\ain procedure, compute type for each node */
constraint graph. Specifically, if T € C,(v1)

Algorithm 3: Pruning-Based Type Inference

woe W

—

6 foreach v € Gr, in topo order do
and there is an edge v, — vy in Gr, then 7 s 0
T is included in C} (v;) through the tran- * forz — v e Grdo
sitive relationship v, < ©v; < T. This en- ’ L sesuT®
hancement allows effective pruning even ff(;e{z fh:lA(S) VT € Gi(n). T T'}
when direct constraints are absent. For ex- . | 7(0) — TwhereT e c
ample, while C,(a) = 0 in our example, 45 else
C}(a) contains Map because of the transi- 1 | 7(v) « java.lang.Object

tive relationship a < b < Map. s return 7

Now “pruned LCA” is defined as:
LCA-ux(v,T,...,T,) = {TeLCA(Tl, T | VT eCl(), TS T’}. This definition enables pruning
when traversing a: LCA-u*(a, TreeMap, HashMap) = {Map}.

Algorithm 3 begins by constructing the transitive use constraint set through backward prop-
agation of use constraints. It then traverses the type constraint graph forward to resolve the
constraints. For each node, the algorithm computes the pruned LCA from the types of its predeces-
sor nodes and selects one type from the resulting set. If no use-valid type is available, it defaults to
java.lang.0Object to ensure that the computed typing remains def-valid (as stated in Lemma 4.2).

-

Non-Deterministic Selection and Correctness. When multiple candidates are present in the output
of the pruned LCA for a type variable v, Algorithm 3 (line 11) chooses one non-deterministically
as the type of v. This approach can potentially introduce use-invalid types in the output typing,
raising concerns about the algorithm’s correctness. Essentially, these concerns are the trade-off
for achieving a linear-time algorithm as it approximates an NP-complete problem. However, we
assert the correctness of our algorithm through two key points: (1) In most real-world programs,
non-deterministic selection does not result in use-invalid types. We demonstrate this by identifying
two commonly observed bytecode patterns for variables. (2) If use-invalid types do appear in the
final solution, we just insert casting instructions at use-sites to ensure the type validity of the
output 3-address code, as advocated by [Bellamy et al. 2008; Gagnon et al. 2000].

To clarify why our algorithm guarantees valid typing outputs for real-world programs, we define
two common bytecode patterns for variables: definitely typed variables and trivially typed variables.
In the next section, we will prove Theorem 4.4, which states that if all variables in the program are
either definitely or trivially typed, our algorithm will produce valid typing.

A variable v is definitely typed if and only if for any types T.. . ., T, the set c =LCA-u*(v,T3,. .., T;,)
contains at most one element. The more elements present in C;(v), the more likely it is that v
satisfies this property. Conversely, a variable v with zero or one element in G} (v) is trivially typed.
Intuitively, when Algorithm 3 processes a definitely typed variable v, the pruned LCA will yield at
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most one candidate type. For a trivially typed variable v, if the pruned LCA includes two or more
elements, non-deterministically selecting a type for v will not introduce any use-invalid types.

In real-world programs, most variables are either definitely or trivially typed. Although the
definitely typed property might seem quite strong, it is typically satisfied by variables with multiple
use constraints. This is because a non-definitely typed variable with multiple use constraints would
necessitate a type hierarchy featuring multiple diamond inheritance patterns, a structure rarely
encountered in practice.

4.4 Properties of Our Type Inference

In this section, we present two fundamental properties of our type inference algorithm (Algorithm 3).
Theorem 4.1 addresses efficiency, demonstrating that our algorithm exhibits linear time complexity.
Meanwhile, Theorem 4.4 proves correctness, showing that our algorithm produces valid typings
when all variables in the program are either definitely or trivially typed.

THEOREM 4.1. Consider the type constraint graph Gr with V nodes and E edges. Let C be the cost of
a single LCA query. Algorithm 3 runs in O(V + E+ C - V) time.

Proor. The SCC computation takes O(V + E) time. During the backward propagation and main
procedure, each node and edge of Gr is visited once in each phase, requiring O(V + E) time. In the
main procedure, the algorithm performs at most V' LCA queries, taking C - V time. Thus, the total
running time is O(V + E+ C - V). O

LEMMA 4.2. For all input, the TypeInference algorithm will output a def-valid typing T .

Proor. The TypeInference algorithm will traverse each node of the constraint graph in topo
order, yielding a traversal sequence vy . ..v,. We prove the 7; is partially def-valid after traversing
v;. Partially def-valid means 7; is def-valid for the def constraints only consist the occurrence of
0g - . . v;. Trivial induction on the traversal sequence completes the proof. O

LEMMA 4.3. If a valid T exists, and all variable v is definitely typed, then the TypeInference
algorithm will output a valid typing T .

Proor. By lemma 4.2, the 7 will be def-valid. We need to prove 7 is use-valid. We now prove the
7; is minimal, i.e., for all valid typing 7, for k € [0,i], 7i(vr) < T (vx). Induction on the traversal
sequence, the empty case is trivial. For induction step, we need to show 7;;1(v;4+1) < 7' (v;41). First
we prove c;41 is a singleton, ¢;11 = {T}. (1) By definitely typed property, c;+; will have at most
one element. (2) For all of the direct in edges v] of v;41, 711 (v]) is minimal, by property of LCA, for
all valid typing 7, LCA(7” (v})) € LCA(7;(v})). It follows that (¢ LCA(7” (v])) € LCA(7;(v})). As
(U7 LCA(T (v;)) will be all possible def-valid type set for v;,1, if ¢;41 is empty, there must be no
possible type for v;4, that is both def and use valid. So c¢;.; is a singleton. As T will be the only
possible def and use valid type for v;41, it follows T = 7;41(vi+1) < T (vi41). The definition of
minimal entails the output 7~ = 7, is valid. O

THEOREM 4.4. If a valid T exists, and all variable v is either trivially typed or definitely typed, then
our TypeInference algorithm will output a valid typing 7.

ProoF. Induction on the traversal sequence, the empty case is trivial. For induction step, we
divide into 2 cases. (1) All transitive in-edge v} —* v;4; of v;4; is definitely typed. This case we
can apply Lemma 4.3 to show 741 (v;41) is both valid and minimal. (2) Exists at least one transitive
in edge node o} is trivially typed. Then ;4 is trivially typed by T, by induction hyposis we have
Ti+1(0]) is also valid, then Vt € ¢;11,t < T. As 7141 (0]) < T, we know c;41 is not empty. Thus the
algorithm will select a valid 7711 (v;41) € Ci41- ]
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5 Evaluation

We investigate the following research questions to evaluate our new bytecode frontend.

RQ1. How does our frontend’s efficiency compare to that of state-of-the-art bytecode frontends?
RQ2. What is the efficiency of our 3-address code translation compared to state-of-the-art?
RQ3. How efficient is our type inference compared to state-of-the-art?

RQ4. How efficiently does our frontend generate 3-address code in SSA form?

RQ5. How reliable is our frontend in processing bytecode compared to state-of-the-art?

RQ6. How does our frontend affect the analysis results compared to state-of-the-art?

Implementation. Considering the usability of our new bytecode frontend, we implemented it
on top of Tai-e, a state-of-the-art static analysis framework that offers a usage-friendly 3-address
code IR, which facilitates the implementation of static analyses. In comparison to Soot and WALA,
the APIs of Tai-e IR promote more concise code and clarify the underlying intents [Tan and Li
2023]. Our implementation encompasses bytecode to 3-address code translation (Section 3) and
type inference (Section 4), amounting to 16,034 lines of thoroughly tested code. We will fully
open-source our bytecode frontend and make the artifact for reproducing all experimental results
publicly available, contributing our accessible solution to the static analysis community.

The Compared Bytecode Frontends. We compare our bytecode frontend to those of the two most
popular and well-established static analysis frameworks for Java, Soot and WALA, as introduced in
Section 1. Both frameworks are capable of converting bytecode to 3-address code for static analysis.
To ensure a comprehensive evaluation, we also include SootUp, a complete overhaul of Soot and its
true successor, released three years ago, in our comparison. We adopt the latest stable versions of
all competitors: Soot (v4.6.0), WALA (v1.6.9), and SootUp (v1.3.0).

Benchmarks. To thoroughly evaluate the efficiency and reliability of our frontend against com-
petitors across various conditions, we employ a large and diverse test suite with 1,032,502 classes
and 8,861,806 methods, covering a wide range of Java and JVM-based bytecode. The benchmarks
include: the latest DaCapo benchmarks [Blackburn et al. 2006] (its 2024 version), various JDK
versions, and large-scale real-world programs written in Java and other JVM-based languages.

o Latest DaCapo Benchmarks (2024): This suite includes 19 real-world applications and is
widely recognized for Java program analysis benchmarking.

¢ Java Development Kits (JDKs): Features standard libraries from latest Long-Term-Support
versions Java 8, 11, 17, 21, and 6, prevalent across Java ecosystems and legacy systems.

e Large Real-World Java Programs: We incorporate a variety of large-scale applications, includ-
ing Intelli] IDEA (IDE), JRuby (Ruby interpreter), Apache Flink (stream processing framework),
ElasticSearch (distributed system), and Ghidra (reverse engineering framework), providing cov-
erage across diverse application domains.

e Other JVM Languages: We also include programs written in Scala, such as scalac (Scala compiler)
and Apache Spark (data processing engine); Groovy, such as Gradle (build system); Kotlin, such as
kotlinc (Kotlin compiler) and Compose (UI framework); and Clojure, such as Metabase (business
intelligence). These benchmarks introduce non-Java bytecode, contributing unique patterns to
examine efficiency and reliability across a wider range of scenarios.

Experiment Setup. All experiments are conducted on a machine featuring an AMD Ryzen 3.6GHz
CPU, running on Java 21 and Ubuntu 24.04, with 16GB of memory allocated. This setup reflects a
typical developer environment, offering practical performance insights.
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5.1 RQ1: How Does Our Frontend’s Efficiency Compare to State-of-the-Art Frontends?

The primary design goal of our new frontend is efficiency. To evaluate this, we compare our
frontend’s performance with the bytecode frontends of Soot, WALA, and SootUp by processing a
comprehensive and diverse benchmark set previously introduced.

Despite being built upon different frameworks, these bytecode frontends are comparable. They
share a two-stage design: first converting bytecode to untyped 3-address code and then typing this
code to produce the IR. The Tai-e IR aligns directly with both Jimple (the IR of Soot and SootUp)
and WALA IR, where each instruction maintains the same semantics across these representations.
For instance, the If instruction in Tai-e IR corresponds directly to the JIfStmt in Jimple and the
SSAConditionalBranchInstruction in WALA IR. Since these frontends process the same input
(bytecode) and produce essentially the same output (IR), it is reasonable to compare them.

To ensure consistency in the output form, each frontend was set to its framework’s default
configuration. WALA outputs only SSA IR, whereas Soot and SootUp support both SSA and non-
SSA forms, defaulting to the latter. Likewise, Tai-e, the foundation of our frontend, also defaults
to non-SSA IR. Therefore, in comparison, our frontend, along with Soot and SootUp, all produce
non-SSA IR. In Section 5.4, we will evaluate the efficiency of our frontend in generating SSA IR.

Table 1 presents the elapsed times for our frontend and others across all benchmarks in our
experiments. It includes not only the total time for converting bytecode to IR but also the times for
two specific stages of each frontend: 3-address code (3AC) translation and type inference. These
stages in our frontend correspond to the methods approaches described in Sections 3 and 4. To
ease straightforward comparison, Table 1 also features a bar chart depicting the average time taken
by each frontend and its respective stages per benchmark.

As shown in Table 1, our frontend consistently records the fastest total time across all benchmarks,
averaging 4.24 seconds. It outperforms the other frontends significantly, delivering notable speedups
of 14.2x over Soot, 14.5X over WALA, and 75.2X over SootUp. Notably, both the 3AC translation and
type inference of our frontend are also the quickest, averaging 3.78 and 0.45 seconds, respectively.
Our frontend processes all benchmarks successfully, while some like SootUp encounter failures,
indicated by “~” in Table 1. SootUp struggles with benchmarks that hit worst-case complexity in
their typing algorithms, unable to complete even within 5 hours.

In the following research questions (Sections 5.2 and 5.3), we explore the performance of our
3AC translation (as detailed in Section 3) and type inference (as detailed in Section 4) compared to
other frontends. We examine the factors contributing to the superior performance of our frontend.

g

5.2 RQ2: How Does the Efficiency of Our 3-Address Code (3AC) Translation?

Table 1 illustrates that, for most frontends, the 3AC translation is the most time-consuming step in
the entire IR building process, with the exception of SootUp, where type inference takes longer. In
this section, we compare the efficiency of our 3AC translation (described in Section 3) with other
frontends and explore the main factors contributing to the observed differences.

Our 3AC Translation vs. Soot. Our 3AC translation achieves a significant average speedup of
15.0x over Soot. Soot’s translation process operates as a pipeline, starting with a basic conversion
from bytecode to 3-address code, followed by several transformation passes. We identified two
main factors contributing to the performance gap: First, Soot’s translation involves two additional
passes—local splitting and shared initializer local splitting—to split local variables for typing (see
Section 2.3.1), which account for 51% of the total translation time. Second, the basic conversion
produces 3-address code with redundancies, necessitating extensive subsequent optimization passes,
such as copy propagation and dead code elimination, which consume 39% of the translation time.
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Table 1. Efficiency results of evaluated frontends. “#Classes” represents the number of classes in each
benchmark. The table details the elapsed time for the entire IR building process (“Total”), 3-address code
translation (“3AC Translation”), and type inference (“Type Inference”), with time measured in seconds. A “-”
indicates a frontend failure on a benchmark. The bar chart depicts the average time per benchmark.

Program #Classes Total 3AC Translation Type Inference (R 220
‘Ours Soot WALA SootUp Ours Soot WALA SootUp Ours Soot WALA SootUp
compose 24316 | 3.21 27.42 21.14 9298 292 26.23 1898 31.07 0.28 1.19 216 61.92
D-avrora 1864 | 0.11 2.23  0.79 3.50 0.10 2.10 0.63 0.94 0.01 0.13 0.16 2.56 4.9
D-batik 3218 | 0.36 6.11  2.57 1434 032 577 211 4.38 0.03 0.34 0.46 9.96 60 3.4
D-biojava 7628 | 1.00 18.89 11.18 49.96 0.90 18.08 9.67 1142 0.10 0.81 1.50 3855
D-cassandra 53017 | 7.87 96.90 77.80 41448 7.08 91.61 70.50 66.44 0.78 530 7.31 348.04 568 (564
D-eclipse 7376 | 1.52 25.76 11.05 4584 135 24.52 8.92 15.09 0.17 1.24 213  30.75
D-fop 10767 | 1.12 21.70 12.53 73.12 0.98 20.40 10.68 13.63 0.13 130 1.84 59.49
D-graphchi 12896 | 2.14 44.23 16.94 99.07 1.87 41.02 1459 21.24 0.27 3.21 235 77.82 50
D-h2 4914 | 1.11 26.16 10.61 121.21 0.97 25.12 8.91 16,50 0.14 1.03 170 104.71
D-h2o 58740 | 9.09 115.27 102.14 833.89 8.22 108.43 92.78 13330 0.87 6.84 9.36 700.60
D-jme 13211 | 1.67 29.18 16.55 69.35 148 27.82 14.08 16.04 0.19 136 2.48 53.31
D-jython 13866 | 1.56 26.03 14.78 105.72 1.30 24.63 12.88 1439 0.26 140 191 91.33
D-kafka 21512 | 3.53 65.32 33.60 - 3.17 61.40 30.25 - 0.36 3.92 3.35 - 30
D-luindex 28731035 6.05 231 1150 030 572 195 339  0.05 0.33 0.36 8.11 40
D-lusearch 2875|031 6.16 2.37 11.79  0.27 582 2.00 3.36 0.04 034 0.37 8.43
D-pmd 4564 | 0.53 11.84 4.79 2185 046 11.20 4.13 7.13 0.07 0.63 0.66 14.72
D-spring 30469 | 437 50.45 46.19 120.12 3.95 48.08 4237 2649 042 238 3.83 93.63
D-sunflow 657 | 0.08 2.11 0.64 4.51 0.06 1.99 0.54 1.08 0.01 0.12 0.11 3.43
D-tomcat 4110 [ 0.79 15.19 7.09 3233 0.68 14.42 6.07 9.02 0.10 0.77 1.02 2331 30
D-xalan 2791|1042 7.63 4.15 27.68 035 7.22 3.5 4.74 0.06 042 0.60 22.94
D-zxing 716 | 0.11 3.25 1.05 6.74 0.09 3.03 0.88 2.49 0.01 0.22 0.18 4.25
elastic 77232 (10.90 162.49 171.63 524.69 9.84 155.43 160.71 96.18 1.06 7.07 10.92 428.51
flink 48708 | 7.14 96.30 72.15 234.44 6.41 86.55 64.75 48.67 0.73 9.75 7.41 185.76
frege 3471 ] 0.52 10.06 4.87 3033 047 9.60 4.14 7.16 0.05 046 0.72 23.17 20
ghidra 72733 |11.25 147.72 137.20 - 10.17 139.16 126.27 - 1.08 8.56 10.93 -
gradle 80131 | 9.93 115.07 137.65 558.69 8.98 108.84 127.13 7991 0.95 6.23 10.52 478.78
intellij 132977 |16.52 221.16 328.80 931.84 14.71 210.50 300.26 134.31 1.82 10.67 28.53 797.53
jrell 29960 | 4.78 7532 70.86 817.05 4.22 7093 65.79 9205 0.56 4.39 5.07 725.00
jrel7 26170 | 543 70.05 67.79 83519 4.58 6590 63.33 88.12 0.85 4.15 4.46 747.07
jre21 27684 | 5.46 76.34 87.61 1049.48 4.75 71.75 81.86 10559 0.72 4.59 5.75 94390 1O
jre6 18513 | 2.36 47.60 22.27 128.79 2.07 4534 18.84 3791 029 226 3.43 90.89
jre8 20792 | 2.59 51.29 2452 119.76 2.27 4892 2131 28.08 0.32 236 3.21 91.68
jruby 9230 [ 0.92 16.64 7.54 12988 0.81 15.65 6.44 5620 0.11 099 1.09 73.68 95
kotlin 33300 | 3.88 70.27 32.18 17549 3.49 6595 27.54 3195 040 433 4.64 143.53 3.8
metabase 94799 |11.86 165.37 222.93 1956.48 10.51 157.16 210.20 133.23 1.35 8.20 12.73 1823.24
scala3 7931 | 1.26 23.86 8.97 60.93 1.14 2233 7.36 10.51  0.12 1.52 1.60 50.42 Ours Soot WALASootUp
spark 124134 |20.77 271.24 472.39 2089.23 18.75 253.55 444.35 239.24 2.02 17.69 28.04 1849.99 .
[ 3AC Translation

Average 29463 | 4.24 60.23 61.34 31898 3.78 56.82 56.40 43.01 0.45 342 494 27597 BN Type Inference

In Section 2.3.1, we explain that distinguishing between stack and local def-use shows splitting is
only necessary for local def-use. Our approach applies splitting exclusively to local def-use, unlike
Soot, which does so for both types. This avoids Soot’s redundant computations on processing un-
necessary stack def-use. In addition, as described in Section 3.3.4, unlike Soot which needs extensive
optimizations due to its conversion’s constraints, we adopt lightweight on-the-fly optimizations to
prevent code redundancy. Together with our splitting method, these factors eliminate the need for
unnecessary and time-consuming passes, making our 3AC translation significantly faster.

Our 3AC Translation vs. WALA. Our 3AC translation achieves a considerable average speedup of
14.9% over WALA. The inefficiencies associated with WALA mainly stem from its iterative approach
to abstract interpretation, which necessitates repeatedly visiting bytecode instructions, as explained
in Section 2.3.2. Additionally, WALA incurs overhead by attempting to optimize iteration speed,
such as by ordering bytecode instructions for processing during iterative computation.
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Conversely, due to our distinction between stack and local def-use, we found that only local
def-use needs iterative processing. This allows us to first use a highly efficient way to preprocess
local def-use, and then finish the abstract interpretation in one pass, as explained in Section 3.3.2.

Our 3AC Translation vs. SootUp. Our 3AC translation delivers a notable average speedup of 11.4x
over SootUp. As described in Section 1, SootUp employs design principles similar to Soot for 3AC
translation, leading to slower performance than our approach. So we omit further discussion here.

5.3 RQ3: How Does the Efficiency of Our Type Inference?

Table 1 shows that our type inference (described in Section 4) is considerably faster than other
frontends. Below, we explore the primary factors contributing to this performance advantage.

Our Type Inference vs. Soot. Our type inference achieves a 7.6X speedup over Soot, primarily due
to differences in algorithmic approach. Our analysis reveals that computing all def-valid typings
alone accounts for 43.3% of Soot’s type inference time. This process introduces significant overhead,
as it generates numerous def-valid typings that require extensive filtering with use constraints,
consuming an additional 26.6% of the inference time. Combined, these operations constitute about
70% of the total inference time, thus forming the primary performance bottleneck.

In contrast, our pruning-based approach enhances efficiency by preemptively eliminating use-
invalid types during the typing process, thereby avoiding the need to compute all def-valid typings.

Our Type Inference vs. WALA. Our type inference achieves a 11.0x speedup over WALA. Notably,
WALA'’s type inference is weaker than Soot’s and ours, as it does not ensure the validity of inferred
types. This shortcoming arises from its oversight of use constraints and its avoidance of the core
challenge in type inference: handling multiple inheritance for interfaces. Instead, when performing
type inference, it simply computes the least common ancestor (LCA) as the superclass of two
types, defaulting to Object for any two interfaces regardless of their inheritance. Despite WALA’s
seemingly faster type inference due to its highly conservative approach, we found that it remains
less efficient than ours, even when addressing significantly simpler problems. This performance
disparity arises because WALA’s type inference relies on its built-in general-purpose constraint
solver and lacks an algorithm specifically designed for type inference tasks.

Our Type Inference vs. SootUp. Our type inference operates hundreds of times faster than SootUp’s,
which is exceptionally slow. Upon investigation, we found that while SootUp uses the same type
inference algorithm [Bellamy et al. 2008] as Soot, its implementation is less efficient. We conducted
further profiling of SootUp and identified two major performance bottlenecks. First, over 80% of the
execution time is consumed by a post-processing step that replaces untyped variables with their
typed counterparts after the main type inference. Second, the main type inference process itself is
notably slow, being 15X slower than Soot and 120x slower than ours. A major factor contributing
to this inefficiency is SootUp’s implementation of subtype checking, which determines if type A is
a subtype of type B. While essential for type inference, this implementation is significantly less
efficient than both ours and Soot’s.

5.4 RQ4: How Efficient is Our Frontend in Generating SSA 3-Address Code?

SSA form is an important IR for static analysis, offering benefits like simplifying data flow analysis
and increasing analysis precision. As noted in Section 3, our frontend is able to convert bytecode
into this essential IR. Here, we evaluate the efficiency of SSA generation.

Table 2 presents the elapsed time for SSA generation by our frontend, divided into total time
and two stages. On average, SSA generation takes only 4.31 seconds per benchmark. This speed
closely matches the non-SSA generation time of our frontend from Table 1 and is significantly faster
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Table 2. Elapsed time of our frontend for generating SSA IR, measured in seconds. The “Average” in the
bottom right corner of the table represents the average values for all the programs in our test suite.

3AC Type 3AC Type 3AC Type
Tran. Infer. Program Total Tran. Infer. Program Total Tran. Infer.

3AC Type

Program Total Tran. Infer.

Program Total

D-avrora 0.12 0.10 0.01 |D-jython 1.67 1.47 0.20 | jre6 235 206 0.29 |gradle 10.01 8.87 1.14
D-batik 0.30 0.26 0.04 |D-kafka 3.62 3.27 034 |jre8 2.53 218 0.35 |intellij 16.34 14.55 1.79
D-biojava 1.06 0.92 0.14 |D-luindex 032 0.28 0.04 |jrell 545 4.85 0.60 | jruby 095 0.84 0.11
D-cassandra 7.76 6.91 0.86 |D-lusearch 0.33 0.28 0.05 |jrel7 542 483 0.59 |kotlin 484 432 052

D-eclipse 148 1.29 0.19 |D-pmd 0.53 0.46 0.07 |jre21 5.50 4.88 0.62 |metabase 12.19 10.67 1.51
D-fop 1.26 1.10 0.16 |D-spring 413 3.51 0.62 |compose 3.35 3.07 0.29 |scala3 1.30 1.15 0.15
D-graphchi 2.62 2.24 0.38 [D-sunflow 0.08 0.07 0.01 |elastic 10.82 9.59 1.23 |spark 20.79 18.52 2.26
D-h2 1.24 1.06 0.18 |D-tomcat 0.85 0.71 0.13 |flink 6.85 6.12 0.74
D-h2o 8.55 7.57 0.98 |D-xalan 038 0.32 0.05 |frege 0.52 0.48 0.04
D-jme 1.75 156 0.19 |D-zxing 0.14 0.12 0.02 |ghidra 12.06 10.35 1.71 |Average 4.31 3.81 0.50

than WALA, which also produces SSA. Due to the nearly identical speed of generating non-SSA
and SSA forms with our frontend, and considering that our non-SSA algorithm has previously
been demonstrated to be significantly faster than those of Soot and SootUp — which require extra
processing time for their SSA generations — to save space, we show only our SSA efficiency results
in Table 2.

The efficiency of SSA generation by our frontend is attributed to its design. Creating SSA IR
for bytecode necessitates resolving local and stack def-use relations. For local def-use relations,
we perform an SSA transformation on bytecode that only needs to target *store and *load
instructions, enhancing efficiency. For stack def-use relations, our frontend introduces temporary
variables, which are inherently single-assignment, meeting SSA form requirements. Consequently,
our frontend quickly generates SSA form with speed nearly matching that of non-SSA generation.

As discussed in Section 3, generating non-SSA IR with our frontend requires an additional pass
to eliminate ¢-functions. This prompts the question: why is SSA generation slightly slower than
non-SSA generation in our frontend? We found that the primary reason is the type inference process
for SSA IR, which is approximately 10% slower than for non-SSA IR. This slowdown occurs because
SSA IR involves more variable processing, requiring the computation of the least common ancestor
(LCA) for a greater number of variables—on average, 82,930 variables for SSA compared to 65,812
for non-SSA per benchmark. This increase is due to SSA’s mechanism of splitting variables with
multiple definitions into distinct variables assigned via ¢-functions. Nevertheless, when compared
to other frontends, the SSA generation of our frontend remains highly efficient.

5.5 RQ5: How Reliable is Our Frontend in Processing Bytecode?

While efficiency is the primary goal of our frontend, ensuring reliability is also crucial, particularly
because a frontend serves as the initial step in a static analysis framework. Two critical factors
contribute to the frontend’s reliability: first, its ability to successfully process a wide range of
bytecodes, and second, its ability to accurately preserve the original semantics during conversion
to IR. Failure to achieve the first factor, such as through exceptions or crashes, prevents the analysis
framework from obtaining the necessary IR for further analysis. Additionally, if the second factor
is not met, it could compromise the correctness of subsequent analyses.

In this section, we assess the reliability of our frontend by evaluating its adherence to the two
key factors. For the first factor, we conduct a comparative analysis of our frontend against others
in processing bytecode from our extensive benchmark set. For the second factor, we conduct a
round-trip evaluation to assess the accurate preservation of original semantics during conversion.

How Robust is Our Frontend in Processing Bytecode? We assessed the robustness of our frontend
against other leading frontends by processing a comprehensive benchmark set comprising 8,861,806
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Table 3. Method failure counts.

Program Ours Soot WALA SootUp‘Program Ours Soot WALA SootUp‘Program Ours Soot WALA SootUp

ghidra 0 1,047 0 0 D-jython 0 718 0 3 gradle 0 347 0 155
metabase 0 200 0 15 D-eclipse 0 57 0 1 intellij 0 23 0 229
kotlin 0 21 0 113 |D-h2o 0 11 0 1 spark 0 9 0 5
compose 0 3 0 131 |D-cassandra 0 3 0 3 D-tomcat 0 2 0 0
D-spring 0 1 1 0 elastic 0 0 0 3 flink 0 0 0 2
jrell 0 0 0 145 |jre21 0 0 0 2 D-fop 0 0 0 1
D-jme 0 0 0 1 jruby 0 0 0 1 ‘Total failed 0 2,142 1 817

methods as described in previous RQs. Table 3 lists only the benchmarks that include methods
causing failures in any of the evaluated frontends and displays the number of these failed methods.
Notably, our frontend showed the highest robustness, successfully processing all input bytecode
methods. While Soot failed on 2,142 methods across 13 benchmarks, WALA failed on 1 method on
1 benchmark, and SootUp failed on 813 methods across 17 benchmarks.

In our investigation of the failures encountered by Soot and SootUp, we identified several
recurring problems. Soot often struggled to accurately resolve class information, leading to errors
related to inconsistent class hierarchies. It also faced difficulties in correctly constructing invocation
expressions, particularly for virtual calls on interface types. In contrast, the shortcomings of SootUp
were primarily due to its inability to accurately construct control flow graphs (CFGs), resulting in
issues such as statements missing a predecessor. These findings highlight the superior robustness
of our frontend.

Does Our Frontend Preserve Bytecode Semantics? We conduct a round-trip evaluation to assess
whether our frontend accurately preserves bytecode semantics in practice. The evaluation involves
three steps: 1. Convert real-world bytecode programs, denoted as P, into Tai-e IR using our frontend;
2. Transform the Tai-e IR back into bytecode form, denoted as P’ (for this experiment, we implement
an additional converter); 3. Execute both P and P’ with identical inputs and compare their outputs.
While this evaluation cannot fully verify semantic preservation—due to the inherent complexity
of bytecode semantics and the substantial size of our frontend implementation (16k LoC)—it is
nonetheless valuable in providing essential insights into semantic inconsistencies that may exist
within our frontend.

This round-trip evaluation does impose specific requirements on the analyzed programs. In
particular, the process necessitates that the programs include well-developed test suites to facilitate
comparison of outputs from both the original (P) and transformed (P’) versions. This requirement
presents challenges for many benchmarks used in our previous research questions, as they often
lack original tests and would otherwise require complex, project-specific adaptations.

To ensure a comprehensive evaluation, we selected

Table 4. Round-trip evaluation results.
three other projects that offer the necessary testing P

infrastructure: TheAlgorithms, the Clojure Compiler,  Project Language LoC  Passed Rate

and Jikes RVM. TheAlgorithms (61.1K stars on GitHub)  Thealgorithms  Java 46,604 100%

offers a wide range of algorithm implementations lever- ~ Clojure Compiler  Clojure, Java 90,171 100%
Jikes RVM Java 21,522 100%

aging core Java features. The Clojure Compiler (10.6K
stars) provides test cases for compiling Clojure to byte-
code, enhancing bytecode diversity. Jikes RVM includes extensive test cases for various bytecode
scenarios. Collectively, these projects form a test suite comprising 158K lines of code.

Table 4 shows that transformed programs (P’, processed by our frontend) behave consistently
with the original programs (P) from all three projects. The experimental results indicate that our
frontend effectively preserves the semantics of bytecode.

Total 158,299 100%
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Table 5. Comparison of live variable analysis and performance metrics between frontends.

Total number of live variables (avg.) LVA time (avg.) Total time: frontend + LVA (avg.)

Tai-e (with our new frontend) 16,566,003 5.47s 9.68s
Tai-e (with Soot-based frontend) 16,764,009 5.57s 71.27s

5.6 RQ6: How Does Our Frontend Affect the Analysis Results?

In theory, the intermediate representations (IRs) generated by different frontends should be se-
mantically equivalent. However, one might wonder how our frontend influences the analysis
results and overall performance in practice compared to state-of-the-art frontend. To address this
question, we conducted experiments using Live Variable Analysis (LVA), a classic and fundamental
data-flow analysis. To ensure a meaningful evaluation while controlling for variables, we ran the
same analysis (i.e., Tai-e’s implementation of LVA) on the IRs produced by two frontends: our new
frontend and the Soot’s frontend. Since Tai-e does not support the Jimple IR produced by Soot, we
utilized a transformer to convert Jimple IR into Tai-e IR, enabling us to conduct the experiments.
Table 5 summarizes the analysis (LVA) results and overall performance, presenting the average
total number of live variables across statements, as well as the LVA time and total time (including
both frontend and LVA) for each benchmark. The results demonstrate that our new frontend
significantly enhances overall performance while having a negligible impact on the analysis results.

6 Related Work

The most relevant works have been compared and discussed throughout the paper. Below, we
discuss additional related work that aligns with our bytecode to 3AC translation and type inference.

Bytecode to 3AC Translation. We examine the translation of bytecode to 3-address code (3AC)
through three types of tools: static analysis frameworks, compilers, and verification tools.

Sawja [Demange et al. 2010; Hubert et al. 2011] is a Java analysis framework that provides a
formally verified frontend for translating bytecode into 3AC, ensuring a high degree of reliability.
However, Sawja primarily focuses on translation correctness and does not fully address several
challenges central to our work, such as comprehensive type inference, SSA generation, and the so-
phisticated handling of reused local variable slots. These limitations affect its capabilities compared
to our frontend.

Hotspot C1 [Kotzmann et al. 2008] and Jalapefio [Burke et al. 1999] are JIT (Just-In-Time) com-
pilers with frontends capable of converting bytecode into 3-address code similar to ours. However,
these compilers generate 3-address code predominantly for optimization purposes, whereas our
frontend is designed for static analysis. Unlike our approach, they do not perform static type
inference, leading to incomplete type information in their IR. Furthermore, these compilers utilize
a different design for 3-address code translation compared to our frontend. The compilers’ IRs are
optimized for efficient code transformation, employing a pipeline-like methodology that starts with
a basic bytecode-to-3AC translation followed by a series of optimization passes. In contrast, our
3-address code translation involves on-the-fly redundant code elimination during the translation.

[Gal et al. 2008] describes a bytecode verification tool that translates bytecode to SSA IR. It
employs a Soot-like approach to produce non-SSA IR and then transforms it into SSA using Cytron’s
method [Cytron et al. 1991]. In contrast, our frontend performs an initial SSA transformation directly
on the bytecode before generating IR, a design proven to be efficient in practice.

Type Inference. [Gagnon et al. 2000] introduces an algorithm to infer type information for 3-
address code translated from bytecode, similar to the problem addressed by our type inference.
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This algorithm treats type constraints as algebraic equations, identifying and simplifying reducible
constraints through algebraic operations until no further simplification is possible. The resulting
simplified constraints form the basis for the inferred types. In contrast, both [Bellamy et al. 2008]
and our type inference represent type constraints using a graph-based framework, which allows
for more efficient resolution. Notably, the algorithm described in [Gagnon et al. 2000] was initially
used in Soot for type inference but was subsequently replaced by the more efficient graph-based
approach outlined in [Bellamy et al. 2008].

[Knoblock and Rehof 2001] introduces a type inference algorithm for bytecode, which is employed
by the Marmot compiler [Fitzgerald et al. 2000]. When the algorithm encounters multiple LCAs
during inference, unlike our approach which strives to infer the most precise type, it uses subtype
completion to generate a new class type that acts as the common supertype for all LCAs. However,
this method disrupts the original type hierarchy, making it unsuitable for static analysis.

7 Conclusions

The bytecode frontend plays a vital role in Java static analysis frameworks, converting bytecode
into typed 3-address code, which is necessary for any sophisticated static analysis. Its efficiency
directly impacts user experience and the overall performance of the framework. To accelerate the
frontend, this paper introduces two novel approaches: pattern-aware 3-address code translation
and pruning-based type inference, effectively overcoming the performance bottlenecks in existing
methods. We have implemented these approaches in our new frontend. Our experiments on an
extensive benchmark set reveal that our frontend significantly outperforms established frontends
used in prominent Java static analysis frameworks such as Soot, WALA, and SootUp, achieving
improvements by an order of magnitude. Additionally, it demonstrates better reliability compared
to other frontends. Our methods also support the generation of both non-SSA and SSA IR, thus
extending their applicability across various static analysis techniques.

We will fully open-source our frontend implementation to contribute accessible solutions to the
static analysis community, paving the way for more efficient Java static analysis practices.
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